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Abstract

This document discusses a testing plan and records considerations / time estimates for the deployment of Authorization Interoperability-enabled Middleware on OSG and EGEE. 

Introduction

The authorization interoperability project aims at providing a common protocol and a set of sharable software solutions for authorization decision call-outs. The project is a collaboration among EGEE, Globus, Condor, and the VO Services project (representing OSG). 

The project enables interoperability across OSG and EGEE, allowing middleware developed for OSG to be deployed within the authorization infrastructure of EGEE without any code changes, and vice versa. It reduces the cost of maintenance because the common authorization call-out protocol promotes the sharing of common protocol implementations. For example, today, the VO Services project maintains PRIMA and PRIMA-WS as call-out mechanisms for pre-WS and WS Globus middleware respectively; thanks to the authorization interoperability work, the project plans to drop completely support for PRIMA-WS in 1 year and to reduce of 90% the code base maintained directly by the project in 1 year. In addition, it allows standard middleware, such as the Globus toolkit and Condor, to natively integrate with major Grid authorization infrastructures out-of-the-box. In particular, the Globus WS-GRAM service v4.2 already implements the call-out protocol
.
The authorization interoperability project is on track to be ready for deployment in October 2008. On the OSG in particular, the deployment activity will follow the standard OSG processes of VDT packaging of the infrastructure (started on October 15), VTB/ITB testing (planned for November-December), and production site installation (mainly during OSG v1.2 i.e. Feb 09). In EGEE, the new call-out middleware, SCAS, will be certified, then deployed on Pre-Production Service sites for integration testing, then turned on for production usage.

This document is an attempt to record concerns and provide time estimates for the various phases of deployment of the new middleware.

Targeted Middleware

The following section summarizes what middleware needs to be deployed in OSG and EGEE, to enable authorization interoperability across Grids.

Sites need to deploy central authorization services that support the interoperability protocol. Such authorization services are GUMS, in OSG, and SCAS, in EGEE. Both services are backward compatible; therefore, deploying the new central authorization services will not affect operations of the currently-deployed middleware that controls access to resources (Globus Gatekeepers, SRM/dCache, etc.).

Table 1 shows what resource access middleware is targeted for deployment. The column “AuthZ Call-out Module” shows what authorization call-out module is used to interface each piece of middleware to the OSG and EGEE authorization infrastructures; the word “Native” means that the middleware natively, i.e. without the need of external plug-in modules, interfaces with the Grid authorization infrastructure. The table also shows what resource can be accessed by what piece of middleware.

	Middleware
	AuthZ Call-out Module
	Resource Controlled

	
	OSG
	EGEE
	

	pre-WS Gatekeeper
	PRIMA
	SCAS
	CE

	WS Gatekeeper
	Native
	N/A
	CE

	CREAM
	N/A
	gLExec
	CE

	SRM/dCache
	gPlazma
	gPlazma
	SE

	GridFTP
	PRIMA
	SCAS
	SE

	gLExec
	Native
	Native
	WN


Table 1: middleware needed for deployment, to enable Authorization interoperability across OSG and EGEE.
The code will be distributed via the standard channels for each grid. For example, for OSG, the new middleware will be made available via VDT and we envision a major roll-out of site upgrades for OSG v1.2.
The following list discusses what software needs to be deployed in more detail:

· Computing Element (CE): CEs are gateways to computing resources. Today, such resources are managed by two major software services: the pre-Web Services (pre-WS) Globus Gatekeeper and the Web Services (WS) Globus Gatekeeper. For the pre-WS gatekeeper, in OSG, authorization call-outs are managed through the PRIMA call-out module; in EGEE, through the SCAS authorization framework. For the WS gatekeeper, in OSG, call-outs will be managed natively by the gatekeeper; in EGEE, there are no plans to use WS gatekeepers, since other web services-oriented CE solutions, i.e. CREAM, are being developed.

· Storage Element (SE): SEs are gateways to storage resources. This project targets the integration of SRM/dCache with the OSG or EGEE authorization infrastructures. SRM/dCache uses gPlazma as its interface to authorization infrastructures. gPlazma is going to support the new authorization interoperability protocol, thus enabling the deployment of SRM/dCache in OSG and EGEE without code changes. The Authorization Interoperability group will provide consulting to other middleware development groups, like the BestMan team, if they wish to enable their middleware to support the authorization interoperability protocol.
· Worker Node (WN): gLExec is typically used as a gateway to Worker Nodes resources. gLExec allows the execution of commands under a user account different from the account of the gLExec invoker, using Grid credentials for the authorization and account-mapping process. gLExec is typically used in pilot-job-based workload management systems, to allow the execution of user jobs under a different account than the pilot job. gLExec is natively integrated with the OSG and EGEE authorization infrastructures.

Infrastructural Tests

The previous section described what middleware is targeted for deployment and what call-out mechanisms are used for each middleware in the OSG and EGEE authorization infrastructures. This section describes how the whole infrastructure can be decomposed in its constituent parts in order to perform functionality tests. 

For the purpose of testing, the authorization infrastructure can be viewed as composed of 6 principal clients and 3 servers. In this context, a client is a gateway to a set of resources (e.g. a Gatekeeper for Computing Element resources) or a stand-alone call-out module, generally used for testing purposes only. A server is a Policy Decision Point i.e. the repository of authorization policies, such as an instance of GUMS for OSG or of SCAS for EGEE.

The first column of Table 2 shows the list of clients considered for deployment. WS-Gatekeeper stands for the Web Services-enabled Gatekeeper. Releases of the WS-Gatekeeper distributed in Globus Toolkit versions earlier than v4.2 did not support the authorization interoperability protocol for authorization call-outs. Pre-WS Gatekeeper is the Gatekeeper that exposes the classical GRAM protocol interface (pre-Web Service protocol). GridFTP is the Globus Security Infrastructure (GSI)-enabled FTP service. Both Pre-WS Gatekeeper and GridFTP use PRIMA to interface to the authorization infrastructure. gLExec is the authorization interface at the worker nodes for pilot jobs. gPlamza is the authorization call-out interface for SRM/dCache storage service; the gPlazma version that supports the authorization interoperability protocol is distributed with dCache v1.9.2 or later. SCAS/PRIMA command line tool is a stand-alone client built around the SCAS/PRIMA call-out module; it can be used for testing the call-out module in isolation from any resource gateways (Gatekeepers, GridFTP, etc.).
	Component
	Test
	PDP Component

	
	
	Old GUMS
	New GUMS
	SCAS

	WS-Gatekeeper
	Test call-out component
	NO
	YES
	YES

	
	Run job w/o Delegation or File Transfer
	NO
	YES
	out of scope

	
	Run job with Delegation and File Transfer
	NO
	YES
	out of scope

	SCAS / PRIMA cmd line tool
	AuthZ call via Legacy protocol call-out
	YES
	YES
	NO

	
	AuthZ call via XACML protocol call-out
	NO
	YES
	YES

	Pre-WS Gatekeeper
	Run job. AuthZ  via Legacy protocol
	YES
	YES
	NO

	
	Run job. AuthZ via XACML protocol
	NO
	YES
	YES

	GridFTP
	Transfer file. AuthZ  via Legacy protocol
	YES
	YES
	NO

	
	Transfer file. AuthZ via XACML protocol
	NO
	YES
	YES

	gLExec
	Run pilot job. AuthZ  via Legacy protocol
	YES
	YES
	NO

	
	Run pilot job. AuthZ via XACML protocol
	NO
	YES
	YES

	SRM/dCache gPlazma
	Transfer file. AuthZ  via Legacy protocol
	YES
	YES
	NO

	
	Transfer file. AuthZ via XACML protocol
	NO
	YES
	YES


Table 2: Validation tests of the whole infrastructure and requests to the OSG Integration Test Bed group. For every component planned for deployment (1st column), the table shows a list of tests (2nd column) that exercise an authorization call-out to different Policy Decision Points (PDP) Components (3rd column and sub-columns). For each of the PDP sub-columns (Old GUMS, etc.), the table shows what tests are allowed by design (marked as “YES”), what do not make sense (“NO”) and what are out of the scope of this deployment activity (“out of scope”). All tests marked with “YES” have been done during development. Tests colored in green are requested to be performed in the OSG Integration Test Bed, to validate the infrastructure.
The 3 sub-columns of the 3rd column of table 2 show the three servers considered for deployment. Old GUMS are instances of GUMS v.1.2.x or earlier, while “New GUMS” are versions v1.3.0 or later. SCAS is any certified version of the SCAS authorization service.

Most of the components of interest at least to OSG will be made available in the same distribution of the Virtual Data Toolkit (VDT) (specific version to be determined).

For each client, table 2 shows a list of tests of interest. These are simple interactions with a client to exploit its functionality; for example, to test a Gatekeeper, one runs a Grid job; to test GridFTP, one transfers a file, and so on as noted in the table. To the first approximation, the test is successful if the access is authorized by the authorization infrastructure (more on this later). Each test can be run against one of the servers. Since the deployment of the clients can be configured to use the legacy authorization call-out protocol (extended SAM v1.0), rather than the new authorization interoperability protocol (SAML v2 / XACML v2 interoperability profile), when possible, the tests exercise both the legacy and the new XACML call-out interfaces. The WS-gatekeeper tests are an exception to this practice, since the client only supports the XACML interface. In addition, WS-Gatekeeper can be accessed to run jobs using delegation and transfer services or not. Since delegation and transfer services also use their own call-out interface for authorization, the client should be tested running jobs that both exercise and ignore these services.

Not all combinations of client and server interactions are supported by design. In table 2, supported interactions are indicated with a “YES” in the corresponding client/server cell, while unsupported ones are indicated with a “NO”. In addition, some interactions are supported by design but not implemented for the release of the infrastructure targeted for this deployment. This is the case of the WS-Gatekeeper service interacting with the SCAS server and it is marked as “out of scope”.

Tests should be run on the platforms supported by OSG. In particular, tests should be run on different machines based on 32 and 64 bits architectures. In addition, when possible, clients should be accessed with proxy certificate extended by VOMS attribute certificate and with “plain” proxy certificates. As a note, interactions with clients that are configured to interact with SCAS only support extended proxy certificates by design.

As mentioned, a test is successful if access to the services offered by the clients is authorized. This should be checked by noting the exit status and error/warning messages of the command used to interact with the client and by looking at the log files of the servers.

All tests possible by design have been run in development environments. Before releasing the infrastructure for production usage, though, the infrastructure would benefit from running a few of the fundamental tests on a set of different architectures and configurations. The OSG Integration Test Bed (ITB) offers this opportunity. Table 2 shows in green a set of 10 tests that encapsulate the basic functionalities of the infrastructure: these should be run on the ITB. For this purpose, from the list of possible tests, three sets are excluded. 

1. all tests of the WS-Gatekeeper: GT4.2 will not be available in VDT for this round of ITB testing;

2. all tests of the SCAS/PRIMA command line tool: if other ITB tests succeed, these should succeed too; in addition, this tool is never used in production by itself;

3. some tests of GridFTP, since they use the same call-out infrastructure as Pre-WS Gatekeeper: if one Gridftp test and all Pre-WS Gatekeeper succeed, all the others GridFTP tests should succeed too.

Tentative Testing Timeline and Deployment
The VO Services project and the ITB have discussed the following tentative steps and timelines for testing the Authorization Interoperability infrastructure:
a) Finish packaging of PRIMA and GUMS with VDT (by Oct 31)

b) Deploy PRIMA and GUMS at 2 VTB sites (by Nov 10)

c) Run tests on VTB as discussed in the plan (by Nov 18)

d) Deploy PRIMA and GUMS on the ITB (by early Dec, contingent on other testing plans)

e) Run tests on ITB as discussed in the plan (by Christmas, contingent on other testing plans)

f) Deployment in Production OSG (by Mar 31 to comply w/ stakeholders’ deadlines)

Stakeholders

In order to achieve interoperability across Grids, the following stakeholders need to agree on the deployment of the new middleware. It should be noted that not all sites need to deploy the new infrastructure at the same time, since the old call-out interface will be maintained for at least one year.
· EGEE: the European Grid will support the computing of all LHC experiments. The organization coordinates the deployment of new middleware in collaboration with its stakeholders, including CMS and Atlas.

· OSG: the Open Science Grid has a major stake in the computing of US CMS and US Atlas. OSG works closely with both collaborations to coordinate the deployment of new middleware. Also sites that do not directly support CMS or Atlas need to agree to the deployment of the new middleware.

· US CMS: Tier 1 and Tier 2 facilities are major players in the Open Science Grid. It is important that such facilities be on board to enable authorization interoperability between EGEE and OSG.

· US Atlas: as for US CMS, also US Atlas Tier 1 and 2 facilities are major players in OSG and their agreement to the deployment of new middleware is fundamental. 

Stakeholders Requirements and Considerations

This section summarizes considerations and time estimates on the deployment processes as discussed with individual stakeholders.

OSG (Oct 2008)
The following has been discussed among Gabriele Garzoglio, Alain Roy, Chander Sehgal, Ruth Pordes. 

Given the current schedule, OSG will probably deploy the OSG software stack v1.2 after Nov 2008. 

OSG has moved to a deployment model with more frequent incremental updates of software and fewer releases that require a complete reinstall.
US CMS (Oct 2008)
The following are considerations discussed with Ian Fisk in Oct 2008.

US CMS will need a stable environment until the middle of November when the cosmic data commissioning with the magnet completes.   The period from November to the end the year is an opportune time for site upgrades as the detector will be open for maintenance.   We expect to perform some commissioning exercises at the early part of the year for several weeks at a time with breaks for component upgrades and site maintenance.   In April we will wish to begin stabilizing the services in preparation for data talking in May.   The period between May and November should be the first years running.   Upgrades are not impossible during this time, but a Tier 1 upgrade will need to complete within 12 hours, to allow the facility to meet the uptime requirements.

US Atlas (Apr 2008)
The following are considerations discussed at the Apr 2008 VO Services stakeholder meeting, with Michael Ernst.

We are open at upgrading the middleware after the initial phase of data taking. This particular upgrade, however, may have lower priority than other operational or deployment needs.

� At this time, the Delegation and Reliable File Transfer services still need to be integrated with the new call-out protocol. WS-GRAM depends on these services to handle some types of job submission.
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