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Abstract Grids enable uniform access to resources by imphimg standard in-
terfaces to resource gateways. In the Open Sciémitk (OSG), privileges are
granted on the basis of the user's membership Vataal Organization (VO).
However, Grid sites are solely responsible to detee and control access privi-
leges to resources using users’ identity and petsatiributes, which are available
through Grid credentials. While this guaranteesdahtrol on access rights to the
sites, it makes VO privileges heterogeneous througlhe Grid and hardly fits
with the Grid paradigm of uniform access to resesrcTo address these chal-
lenges, we are developing the Scalable Virtual @mgion Privileges Manage-
ment Environment (SVOPME), which provides tools YDs to define, publish,
and verify desired privileges and assists siteprtivide the appropriate access
policies. Moreover, SVOPME provides tools for geile to analyze site access
policies for various resources, verify compliancihwpreferred VO policies, and
generate directives for site administrators on Hlo&vlocal access policies can be
amended to achieve such compliance without takomgrol of local configura-
tions away from site administrators. This papecasses what access policies are
of interest to the OSG community and how SVOPMElengnts privilege man-
agement tools for the OSG.
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1 Introduction

The Grid computing environment has emerged asethéithg technology for coor-
dinated resource sharing among participating unstihs and individuals. It
enables execution of large-scale computation jgbprbviding uniform access to
distributed resources such as computational cyniésdata storage, shared among
participating institutes. The Virtual Organizati¢viO) is a key concept in grid
computing. A VO manages members from different danstitutes with common
interests. Participating institutes of a VO typliczontribute resources at one or
multiple sites to be shared over a Grid by all memtof the VO working toward
the common interests. Multiple VO's can coexisthivi a Grid. Likewise, an in-
stitute can commit the same resources to multiglesMn which it participates.
Furthermore, individual members or institutes caim and leave VO's based on
their interests and needs.

Grid middleware aims to provide uniform access lotlze resources made
available at various distributed sites for memhsra VO. The Grid Security In-
frastructure (GSI) [5] provides the core securigyng X.509 certificates to support
mutual authentication among users, resources, enge communication. A VO
is responsible for managing user membership acegridi its organizational struc-
ture of groups and group roles. Ideally, in modénds, members of these groups
and roles should be granted specific privileges whecessing resources. At a
Grid site, an individual's distinguished name (D&hd the attributes describing
his VO membership are extracted from its X.509ifiestte by the resource gate-
way. The DN and VO attributes are then mappedltza user identity with spe-
cific user and group ID (UID/GID). Individual s& can then enforce the resource
usage privileges through underlying OS’ accessrobmechanisms.

1.1 Challengesin Reconciling VO and Site Policies

Within a Grid body such as the Open Science Gri8GP[1] or European Grid
for E-sciencE (EGEE) [2], a VO establishes resowsage agreements with Grid
resource providers to grant access of site ressuréndividual users of the VO.
Recent advances in overall authentication and awttmn infrastructures, such
as those in OSG VO Services project, provide blathmhechanisms and tools that
enable the fine-grained, role-based access coowel the Grid discussed above.
However, these mechanisms and tools come up ghqnoviding a streamlined
distributed user privilege management environmelnt.particular, there's a dis-
connect in defining VO privilege policy and proptigg and reconciling changes
from VO membership registration systems, such ad®RS/VOMS [7], to local
Grid sites configurations, such as identity serveeppings [11], local account se-
tups, and batch system configurations, that agtwadforce the VO privilege poli-
cies.
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Currently, this lack of automatic policy instanttat/reconciliation mechanism
is handled manually via verbal discussions betwé@nadministrators and site
administrators. Manually synchronizing the prederivO privilege policies with
the supported site-local privilege policies is dtler and time-consuming process.
This is especially true when privilege policies ega dynamically, which is not
uncommon for large VO's. For example, new privélggplicies, groups, and/or
roles can be added to a VO. It often takes a tang for sites to be configured
properly in order to support the new policies/graluples. Furthermore, a Grid
site can participate in collaboration with many 60OWwhich may make the local
policies, expressed by system configurations aedtity mappings, hard to man-
age and track.

All these changes can make reconciling VO privilpgéicies a non-trivial task
for both VO administrators and Grid site adminigira. Conversely, without
supporting the VO privilege policies, jobs submitt® a Grid site may produce
unexpected errors or results, since individual siseay not have the VO-specific
privileges in accessing resources or worse maydeatally modify the VO-
specific application setup due to lack of privilegeforcement. Such Grid site
may therefore be deemed ““unsupportive" of theavi® thus render its resources
unusable for the VO's members. This lack of VQrifgge support can result in
lower resource utilization of resources which atteeowvise perfectly usable. With
the Grid looking to attract more VOs and institaao provide shared resources,
the disconnection between preferred and enforcdidig® is becoming a signifi-
cant issue.

1.2 The Needfor Managing VO User Privileges

In order to maintain the growth of Grid deploymemtd to realize the vision of
Grid Computing of providing uniform access to dlsfited resources, there is an
urgent need to bridge the gap between VO privilegiecy management and local
Grid site configurations. VO user roles and page policies must be able to
propagate to Grid site automatically, yet allowsitg administrators to retain full
control over site policies. Furthermore, robustisoneed to be made available for
VO and Grid site administrators, to define and & privilege policies, distri-
bute these policies to Grid sites, and enforce tttewugh local privilege policies
and local configurations such as local identitiesintenance and mappings. Fi-
nally, with the ever changing numbers of VO's, arigations, and privilege poli-
cies, there need to be tools to help VO and siteimidtrators alike to verify all
policies are consistent with each other.
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2 Related Work

SVOPME project is synergistic to many projects atharization management.
For example, the GPBox [13] project is a policy mgement framework for the
Grid environment to globally modify the executioriguities of jobs submitted

from VOs at sites. Compared to GPBox, SVOPME mtofoes not attempt to
configure site policies directly. Instead, SVOPMEduces compliance reports
about local configurations that hint on how the fggurations could be modified

for the site to provide better support. We believaking sure the local site ad-
ministrators retain the full control of site configtion will give them peace of
mind and reduce their suspicion toward the evenaddption of SVOPME

project.

Another synergistic effort to the SVOPME projectii®e EGEE Authorization
Service [12]. Similar to SVOPME, the EGEE Authatibn Service aims to pro-
vide consistent authorization decisions for distréldl services over the Grid. It
provides software components for defining privilggaicies at services. These
policies are then used to answer queries abouthghet particular action is per-
missible by certain users. Although the EGEE Aditation Service also aims at
providing a set of consistent authorization poBciever the Grid, unlike
SVOPME, the new Authorization Service does not foon the VO policies. The
two projects will be able to leverage the work dbwyesach other.

Another effort closely related to SVOPME is the Aartization Interoperability
project [3]. This project defines an attribute aotaligation profile for authoriza-
tion interoperability across Grids as describe&attion 3. We will leverage the
efforts from this project to integrate SVOPME il®@&G and other Grid infrastruc-
ture.

3 VO Policiesand Grid Sites

Fig 1 illustrates the security model in OSG. Other nmad@rid software stacks,
such as EGEE, also adopt similar security moddgls Te figure depicts the pro-
cedures for performing authentication on the VQesiohd authorization on Grid
sites. The Authorization Interoperability projéws standardized the terms and
formats used in authorization process between gga@omponents implementing
Policy-Enforcement-Point (PEP), such as glLexec, &ulicy-Decision-Point
(PDP) [10], such as GUMS. This profile is basedlmneXtensible Access Con-
trol Markup Language (XACML) [8] and the Securitysgertion Markup Lan-
guage (SAML) [9].

As we mentioned earlier, a VO may want to contreéruprivileges on re-
sources made available on Grid sites. SimilarlyGmay define privilege poli-
cies to better meet users with specific missioAswever, as highlighted also by
Fig. 1, the existing OSG security model does not prowsdeport for policy-
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administration-point (PAP), i.e., how a VO can defits privilege policies. In or-
der to facilitate the definition, propagation, avetification of VO privilege poli-
cies, we need to codify VO privilege policy defioits. The SVOPME project
has adopted XACML as its VO privilege policy defioh language. Using
XACML allows us to leverage the existing efforttime Authorization Interopera-
bility project and provides a common platform faopagating, comparing, and
reconciling privilege information between VO's asites.
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Fig. 1 The OSG Security Modél.

Specifically, the following is a list of the comm&fO privilege policies sup-
ported by SVOPME:

» Account mapping policies allow a VO to define hosers of a particular group
or role should be mapped to local accounts. Otieypis for all users of a VO
group or role to be mapped to a single shared lgralup account”. Alterna-
tively, a pool account policy maps users of a e¥wiO group or role into one
of a pool of local accounts, granting members ef same group the inherent
OS-level protections.

» Relative priority policies allow a VO to specifyahjobs submitted by a partic-
ular VO group or role should be executed with higpegority than those sub-
mitted by another group or role. For example, a M@y want to grant the
highest execution priority to jobs from membergiw production team to en-
sure highest throughput in producing science.

» Pre-emption policies define if jobs submitted framgroup or role should be al-
lowed to run for consecutive hours without pre-eémptto ensure quick turn-
around time of these tasks.

» Permission policies define if users from a spedaificup or role are allowed to
access certain storage areas. For example, a \Onaat to grant only users



playing the “software administrator” role the pession to install software into
the $OSG_APP area for the VO.

» UNIX group sharing policies allow a VO to definendr grained permission
management. For example, a VO may want to speékét/ local accounts of
two groups share the same group ID on a site torerthat they can freely ex-
change data, if needed.

» Job suspension policies let a VO to specify if jsbbmitted from a particular
group or role are not to be suspended.

» Disk quota policies allow a VO to specify the maxim disk usage by a group
of users.

 File retention policies defines for how long fileaned by users of a specific
group or role should be kept in the storage.

« Network policies allow a VO to request outboundwak connections for jobs
submitted by a group of users.

» Policies on job resubmission semantics instructutmgerlying batch system to
execute jobs from a specific group or role at nayste. This is particularly im-
portant in some high energy physics data procesgihgre the workflow must
guarantee that output data is not duplicated.

« Data privacy policies allow a VO to specify thdeé created by a group of us-
ers should be private to the group by default.

4 TheSVOPME Architecture

We are developing the Scalable Virtual OrganizatRnvilege Management
Environment (SVOPME) to address the challengesliniaistering and maintain-
ing user privileges over multiple VOs and grid siteBuilt on top of the existing
OSG privilege infrastructure, the SVOPME projecaisextension to the OSG VO
Services project [3]. The proposed work fills g gaommon to other Grid privi-
lege management infrastructures, as we pointedno8ectionError! Reference
sour ce not found.1. The remainder of this section presents thenieahapproach
for designing and implementing SVOPME and how itradses the needs of
modern VO Services.

Fig. 2 illustrates how SVOPME fills the gap between VQOmadstrators and
grid site administrators. The proposed environmeitit provide a scalable and
consistent privilege management framework and byreatiuce the cost and over-
head for managing user privileges across a Grid.

Key data entities maintained by SVOPME contain rimfation necessary for
distributing VO privilege policies to Grid sites dutransforming them into appro-
priate site configurations. They include:

« VO Privilege Palicies: A set of VO's organizational privilege policies fsers
of different groups and roles. A VO administrataifl define this document.
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SVOPME will codify how to document these policiesing XML schema to
enable automatic operations.
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Fig. 2 SVOPME Helps Distribute and Realize VO Privilege Policies.

» Site Configurations: A collection of all relevant Grid site system asuftware
configurations that enforce the local privilege ipigls. These configurations
include the local user account settings, local ggeup setting, identity map-
ping (GUMS) configurations, batch system configionat Storage element con-
figurations, etc. Like the VO Privilege PolicieSYOPME will also need to
codify and transform these configurations into awdoent that can be reasoned
and compared against VO policies.

e Compliance Report and Recommendations for Site Configurations: This is
the document that will be generated by the SVOPMEach Grid site to pro-
vide detailed evaluation of how many of the VO pi@$ are supported and to
generate recommendations for site administratove teomodify the local con-
figurations to fully support VO privilege policiesNote that the site administra-
tors maintain full control over their site configions.

The SVOPME project will provide the services andlsathat automate the crea-
tion and transition among this informatiofError! Reference source not
found.Fig. 3 illustrates the architecture of the SVOPME todiattwe developed.
Four main tools provide the key functionality oketlSVOPME implementation.
The tools include support for VO administratorgemerate VO privilege policies.
They can also generate local site privilege paidiased on existing site configu-
rations. The tools also allow VO administratorsvémify the degree of support a
Grid site offers. Furthermore, Grid site admirastrs can also use the tools to
generate directives that not only report how mar®y pfivilege policies a Grid
site support, but also suggestions on how to matiéysite configurations to add
support to the VO policies the site fails to offérhese tools are labelled as 1-4 in
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Error! Reference source not found.Fig. 3. The remainder of this Section de-
scribes these tools in more details.

4.1 VO Components

On the VO side, we implemented tKRACML VO Policy Editor. As we men-
tioned earlier, the VO Policy Editor uses XACML thg internal representation of
privilege policies. This provides a generic meckenifor describing, combining,
and reasoning with policies. However, XACML isamgjuage too complex and
verbose for VO administrators to express their gqesi, Furthermore, since
XACML is a generic language for defining privilegelicies, it defines a very li-
mited set of standard attributes about resourcetsyres, etc. Each community,
therefore, needs to define a vocabulary (i.e., XACMofile) to frame the con-
cepts in its domain and VO administrators may roékpert in it.
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’ - VO Policies with supporting po
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Fig. 3 SVOPME Architecture.

In order to address these issues, we developedradit-specific” GUI-based
VO policy editor. The editor enables its usergteate individual privilege poli-
cies as separate XACML files. We design the editdoe an editor for ““domain-
specific" policies for Grid use. As opposed to er@n GUI-based editor for arbi-
trary XACML documents, our VO Policy Editor predefid a set of VO policy
types that users can generates and edit.

VO administrators can then use the editor to create VO privilege policies
by selecting from a list of pre-defined policy tgpand filling in the key informa-
tion for the type of policy being created. For exden when defining an account
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mapping policy, an administrator only needs to 8pethe kind of users (their
group and role attributes) to which the policy Wil applied and the kind of ac-
count to which these users should be mapped. Wyutool called “VOMS
Client" [6] in Error! Reference source not found.Fig. 3 contacts the VO's
VOMS server to retrieve the VO structural infornastiand offers the information
to the editor. This alleviates users from haviogemember and type out all the
group and role combinations.

To allow easy extension of the policies supporteel,have designed the editor
to use policy templates. The policy template desitpws us to support new pol-
icy types by simply adding new templates withoutdifydng the core editor code.
The templates also define the XACML policies théadyenerates to conform to
the future VO privilege profile easily. Other théme VO privilege policies, the
editor also creates corresponding XACML querieg tther tools can use to vali-
date the correct enforcement of the correspondaiigips.

There is a matching XACML query for every VO polidgfined by the VO
Policy Editor. These queries are later used to ttess compliance of Grid sites.
SVOPME provides tools to version, package, andiphfthese test queries and
policies on the VO web site. Other VO and sitdgaan then examine and re-
trieve the latest test queries and policies.

4.2 Site Components

In this Section, we describe the 3 site-specifimponents in SVOPME, namely,
Grid Probe, Policies Advisor, and Policies Comparer

421 Grid Probe

Mechanisms for enforcing Grid site privilege padisicurrently are scattered at
different locations on a Grid site. There is natealized entity to manage and
configure existing Grid middleware infrastructurdzor example, the VO group
and role to local user ID mapping is managed byl Gite's GUMS database. Set-
ting up of local user ID and group ID, which are thasic subject entities for en-
forcing local policies, has to be done via OS todBatch system and storage ele-
ments, too, have their own configuration pointsctmtrol privileges such as
priority and permissions.

To try to compare and reason on VO policies diseatith all these configura-
tion points will result inad hoc software tools that are very complicated and hard
to maintain and expand. To address this issuejeveloped the Grid Probe tool
that scans and gathers configuration informati@mfivarious tools and mechan-
isms. The Grid Probe then analyzes this infornrmatiad generates the effective
local privilege policies in XACML.
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Current Grid Probe implementation support the soanof the following con-
figuration points:

* GUMS configurations provide mappings from user titgrand the VO'’s group
and role the user is under when accessing theestaurces to a specific local
GID and UID. GUMS mappings are used to generatewt type and map-
ping policies. Many other policies also requirtoimation of local user identi-
fication.

« Group memberships of various users are neededt¢onti@e if they can share
information.

* UNIX directory permissions are needed to deterngirseries of privilege poli-
cies such as software installation and user datagy.

» Condor configurations are used to determine sitkcips in job execution
priority, pre-emption, and suspension/resumptiduileges.

422 Policy Advisor

The Policy Advisor runs on Grid sites. It verifidgghe VO privilege policies are
supported at the site by comparing the VO policiesjeved from a VO service,
against the local privilege policies, generatedh®yGrid probe. The Policy Advi-
sor performs this comparison by running the cormesiing test queries, retrieved
from a VO service, over the local policies and gethe requested action is al-
lowed on the Grid site. If it is, then the gridesdoes support the corresponding
policy correctly. If not, the Policy Advisor wilecommend a way to modify the
site configuration to correct the problem.

423 Policy Comparer

The Policy Comparer is a Web/Grid Services thavioles similar functionality to
the Policy Advisor described in the previous setti@ecause it's a Web Service,
VO administrators or users can use it to verify degree of support that a site of-
fers to a VO. Site compliance test can be doneaiyng the Policy Comparer
Web Service with a set of test queries from a V@msiment to check if the VO
policies are supported at the site. However, Fdllomparer purposely limits the
information produced to a pass/fail response ireotd protect the privacy of a
site and its configuration details.

5 Discussion

As we alluded in Section 1.2, SVOPME project aimsatidress the scalability
problems in providing consistent resource usage theGrid. This translates di-
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rectly into lower costs in managing both VOs andd gsites. Specifically,
SVOPME helps alleviate VO administrators’ workloasi they no longer need to
submitad-hoc jobs to individual sites to figure out which ptage policies are en-
forced at the site and which are not. SVOPME alsavides a set of commonly
used privilege policy templates that VOs can useubtogether their own VO-
specific policies. Moreover, the VO and site pglgervices automate the com-
munication between VOs and grid sites. This gyeatuces the efforts needed
from VOs and sites alike, to support opportunigsage of resources.

Similarly, SVOPME allows sites to advertise andvyardhe degree a VO is
supported. For a site to support a new VO angritslege policies there are now
semi-automatic mechanisms to amend the site caatigns. Equally important
is that Grid sites do not relinquish the privilegigforcement to the VOs. Rather,
SVOPME informs the site administrators with a fot@® policy assessment.

6 Current Progress

Since our last report in CHPE’09, we have enhartbectore set of tools and im-
plemented additional services in SVOPME to provadeomplete set of features
for the overall project. In particular, we now hasemplete support for all VO
policies described in Section 2 in both VO toolsl aite tools. Furthermore, we
have implemented the services and tools for VOubliph VO policies and for
users to verify site support. We have also provideskt of comprehensive docu-
ments to describe how users can add support for Vi@wpolicies in various
SVOPME components.

We are currently working on testing the SVOPME $owl a realistic, large-
scale Grid environment using FermiGrid's integratedtbed. We expect sites
may have their own unique configurations, sites megd to come up with custo-
mized tools to better synthesize site-equivaleticigs and configuration advises
specific to the site.

7 Conclusions

To address the scalability issues in ensuring steisi resource access over the
grid, we have developed an implementation of taold service for the SVOPME
project. The tools demonstrate the feasibilitythe# overall project to provide an
environment for VOs and sites to communicate thepri@ilege policy needs and
the degree of site support automatically. Fullpldged, the SVOPME project
can greatly reduce the costs in running and maiimgiVOs and sites alike. We
are working on testing and hardening the implenteniawhich can be incorpo-
rated into standard Grid middleware distributions.
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